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Abstract— In this proposal, we examine the impact of the error correction codes in optical communication, and more specifically in the 
optical wired communication, using the optical fiber. This influence of error correction codes in the optical communication has already been 
studied but with classic error correction codes, with fixed rate, as Reed-Solomon, Bose-Chaudhuri-Hocquenghem codes (BCH), or Low 
Density Parity Check (LDPC ) codes . We propose here the use of another class of error correcting codes, called ‘‘rateless’’, namely fountain 
codes. Firstly, we show that the use of fountain codes in an optical transmission channel provides better performance compared to a case 
without coding, and this regardless of the level of noise in the channel. And secondly, we could also show that the use of fountain codes in 
this area, compared to a classic error correction code with fixed rate, as the LDPC code, provides better performance, in the case where the 
optical channel is very noisy. 

Index Terms— Error correction code, fountain code, optical communication, optical fiber.   
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1 INTRODUCTION                                                                     
E are now in a period where the impressive development 
of the media has finished giving birth to new services 
such as broadband internet, mobile telephony or high-

definition digital TV, services that are increasingly bandwidth-
intensive. This causes changes constantly growing needs in 
terms of information transmission rates. And today, the fastest 
way to transmit information is of course light. Thus, to meet the 
ever increasing demands of flow rates higher and higher, opti-
cal communications established themselves as a very effective 
and efficient solution. 

Optical communication has therefore become one of the 
main areas in which researches, with a view to improving the 
quantity and quality of information transmitted, are concen-
trated. So, to the coaxial cable (which naturally fail to follow the 
frantic pace of this increase in services and meet these needs), it 
was found an alternative much more efficient and beneficial to 
the telecommunications: optical fiber. The latter has become one 
of the most efficient transmission media for conveying infor-
mation. With the combination of techniques such as WDM 
(Wavelength Division Multiplexing) and optical amplification, 
fiber optics can now transport an impressive amount of infor-
mation on huge distances.  

However, as in all transmission systems, one using fiber also 
known constraints. These constraints are related to optoelec-
tronic components with which the fiber forming the transmission 
channel, but also the fiber itself, who also knows imperfections. 
These lead mainly to attenuation and dispersion phenomena that 
have consequences as a decrease in optical signal power and its 
spread in the time. Thus, the information passing through the fi-
ber always arrives to the recipient with some degradation due to 
"transmission errors". Thereby, with this ever-increasing de-
mands, especially in transmission rates, the use of fiber for trans-
porting information should necessarily be done in parallel with 
the development of means and techniques which can lead to im-
proved optical transmission performance, order and keep pace 

with this growth. 
For thus overcome these "transmission errors" that we have 

just spoken, various solutions have been proposed in time. First 
we tried to associate with the fiber components generating little 
noise, but this solution proved to be very expensive and other 
routes were searched. Thus the use of error correction coding 
schemes has been proposed. Error correction codes allow gen-
erally more reliable transmission of information by protecting 
them against errors with the addition of redundancy in addition 
to useful data to be transmitted. They are classified into differ-
ent families or classes of codes, depending on the manner in 
which the redundancy is calculated and inserted into the useful 
data. We distinguish two broad categories: block codes and con-
volution codes, whose main characteristics, including their cod-
ing and decoding, can be found in [1]. Many error correcting 
codes are thus succeeded in optical communication for the reli-
ability of information. 

The first corrector codes developed in the field of optical 
communications were based on block codes, easier to imple-
ment in optical systems. Indeed, the constraints in terms of time 
by the convolution codes are too important for their implemen-
tation in optics. Among the block codes, Bose-Chaudhuri-
Hocquenghem codes (BCH) and Reed-Solomon codes (RS) 
were specifically contemplated for optics. Although the theory 
has been established in the 1960s, the first solutions deployed 
on transoceanic communication date from the 1990s [2], [3]. The 
RS (255,239) was the subject of international recommendations 
in a wide range of long distances standardized systems (ITU-
G975 and G709) [4], [5]. This code RS (255,239), characterized 
by a low redundancy (6.7%) leads to a coding gain of about 5.8 
dB for an error probability of 10-13 [1]. Another reason to choose 
this code is the low complexity of the decoding algorithm. 

However, for optical communication rates above 10 Gbit/s, 
the signals are more sensitive to non linearities and more pow-
erful error correcting coding schemes are needed to increase the 
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coding gain. For higher coding gains, a conventional solution is 
to add more redundancy, which reduces the throughput. This 
can be done by concatenating several correcting codes, increas-
ing complexity [3], [6]. This solution, based on the use of the 
concatenation is part of the second generation of error correct-
ing systems for optical communications and is the subject of a 
new standardization [7]. Two codes are generally used in cas-
cade and separated by an interleaver whose role is to disperse 
the errors that may be not corrected by the first decoder. By us-
ing two RS codes (255,239) concatenated, coding gain increases 
as well up to 10-12 about 7.4 dB. The best performance in concat-
enation correspond to a coding gain of about 9.4 dB. To further 
improve performance, we had to be interested to more power-
ful solutions called third generation. 

The advent of turbo codes has revolutionized the field of 
channel coding for mobile radio communications. The use of 
turbo codes in blocks has been proposed and applied to optical 
communications [8]. However, the turbo decoding is hardly 
compatible with the optical technology and has an important 
degree of complexity for this type of transmission. 

Although long set aside, LDPC codes (Low Density Parity 
Check) using graph theory have been the subject of recent stud-
ies for new communication patterns. These have proved very 
effective performance, especially on additive Gaussian noise 
channel. The advantage of these codes is to have, by their very 
sparse structure, a significantly simplified decoding complex-
ity. The use of LDPCs in the case of optical communications has 
been developed and has been the subject of many work in par-
ticular by Djordjevic and Vasic [9]. One of the newest uses of 
LDPC codes in the optical domain was made by Ibrahima 
Gueye et al. [10] in a job where they use a cooperative system 
in the wireless optical communication channel, with the use of 
these codes at the relay. And we note the good performance 
than these codes are shown in this last work in terms of protec-
tion of information. However, although they appear to be very 
relevant for optical communications, the implementation com-
plexity in practice remains a significant problem for LDPC 
codes and appears to be the major drawback in using these 
codes. 

Thus, we can realize that from RS code to LDPC code, pass-
ing by turbo codes, error correcting codes used in optical com-
munications have nevertheless always had, despite some inter-
esting performance, significant constraints due to implementa-
tion complexity, or decoding, or also to compatibility problems 
with optical technology. We thus propose here the use of foun-
tain codes. Overall, the interest of the fountain code resides in 
the fact that it is a code without predefined rate and redundant 
symbols can then be generated on the fly until all information 
is received by recipient (s). These codes also allow among others 
to adapt to changes in the channel condition. We count in this 
article use these interesting features of fountain codes to try to 
optimize the performance of error correction coding in the op-
tical communication and accordingly allow to improve the reli-
ability and the efficiency of optical transmissions. 

To do this, in the next section, we present the fountain codes 
and particularly the family used, which is the LT code (Luby 
Transform), including the characteristics of the coding and de-
coding. We study in the following section (section 3) the optical 

fiber communication, with the constraints observed in such a 
channel and justifying the use of error-correcting coding sys-
tems. We will continue in section 4 with the presentation of the 
channel model used to represent our optical system, and on 
which we have conducted the various simulations. We also pre-
sent in this section our different schemes proposed. In the sec-
tion 5, we present and analyze the different results obtained be-
fore concluding the paper in section 6, that we will complete 
with prospects. 

2 PRINCIPLES OF FOUNTAIN CODES 
2.1 Some notions to understand 
Here we define some important concepts that will be used later, 
to better understand the document. 

1. Fragments fi: From fragmentation (which is often ac-
companied by a bit stuffing or padding for homogene-
ous sizes), they represent all the initial symbols consti-
tuting the message and are referred to as  
	𝐹 = {𝑓&, 𝑓(, … , 𝑓*} ∈ 𝔽(*. 

2. Packets pj: They represent the symbols of the transmit-
ted code word and are referred to as  
	𝑃 = {𝑝&, 𝑝(, … , 𝑝0} ∈ 𝔽(0. 

3. Degree of a packet (or a symbol): We will note it d and 
it can be defined as the number of fragments or source 
blocks (or symbols) involved in the generation of the 
packet or encoding symbol. 

4. Degree distribution: The distribution degree defines 
the probability that a packet of degree d is emitted by 
the encoder, that is, the probability where d fragments 
are selected to be combined in the transmitted packets. 

2.2 Presentation of fountain codes 
The fountain codes are part of the family of error-correcting 
codes. However, unlike classic error-correcting codes like RS 
(Reed-Solomon), these codes can potentially have an infinite 
number of encoding packets. Thus, transmission of encoded 
packets may continue until the complete receipt of the infor-
mation, regardless of the number of lost packets. The transmis-
sion principle of fountain codes is similar to the case of a water 
fountain: to fill a glass with the fountain (Fig. 1) we are only 
interested in the amount of water necessary to fill the glass 
without considering the scheduling of water drops or those 
which fall beside the glass [11]. This idea leads to the achieve-
ment of codes having this feature. Note that each packet pj is a 
linear combination in  of fragments fi taken among the K in 
𝐹 = {𝑓&, 𝑓(, … , 𝑓*} representing the initial message, and the de-
coding is performed entirely after receiving N (N > K) packets 
to the destination. 
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Unlike fixed rate codes, the fountain codes (or rateless codes 
generally) adapt their transmission rate according to the capac-
ity of the transmission system. Because of this random feature, 
it is important to provide to the decoder characteristics of the 
code that can restore the original message. According to the var-
ious applications, there are several mechanisms for communi-
cating such information. Michael Luby [12] provides us some of 
these mechanisms. First, it tells us that the degree and a list of 
neighbors can, for example, be explicitly given to the decoder 
for each symbol or encoding packet. Another example, the de-
gree and the list of neighbors of each symbol or encoding packet 
can be calculated implicitly by the decoder on the basis, for ex-
ample, of the reception time of the encoding symbol (or packet) 
or its position relative to those of other encoding symbols or 
packets received. As a third and final example, a key may be 
associated with each encoding symbol or packet, then the en-
coder and the decoder apply the same function to the key to 
produce the degree and the set of neighbors of the encoding 
symbol or packet. This was developed a little more detail in 
[12]. 

There are several families or categories of fountain codes, but 
there are three that are said key (which derive many other var-
iants): these are random fountain codes (or RLF, Random Linear 
Fountain), LT codes and Raptor codes. In this article we use 
fountain code family LT, that we present in the following para-
graphs. 

2.3 Principles of LT Codes 
RLF code is very efficient for the protection of information in 
general. However, its major drawback was the relatively high 
complexity of decoding it presents. Researches have then been 
initiated to remedy this. Thus Luby proposed in [13] a family of 
codes which the decoding is less complex than the RLF code. 
And his work led to the birth of Luby Transform codes (LT) in 
2002 [12], with the use of Belief Propagation decoding (BP). LT 
code retains good performances of RLF code, while having a net 
reduction of encoding and decoding complexity. LT code is the 
first class of universal fountain code (the performance is asymp-
totically optimal on all transmission channels). The symbol 
lenght for these codes can be arbitrary: from one-bit binary 
symbols to ‘‘m-ary’’ symbols of m bits. 

BP decoding is based on the iterative resolution of what is 
called a bipartite graph (Fig. 2) and allows for a tradeoff be-
tween complexity and effectiveness of decoding: the algorithm 
is more simple, but it decodes less rapidly. For optimal perfor-
mance with BP decoding algorithm, the packets must be en-
coded in a specific manner. Indeed, fragments that are com-
bined in a packet shall be selected according to some statistical 
distribution. Luby proposed the "robust soliton" law or Robust 
Soliton Distribution (RSD) as an optimal solution in terms of ca-
pacity. 
 
 
 
 
 
 
 
 
 
 
 
 

2.4 LT code encoding 
The encoding of LT codes is achieved according to the Algo-
rithm 1 which has as important parameter RSD distribution 
(that we present just after). This distribution is defined relative 
to the odds of choosing exactly d fragments to combine in a 
given packet. The combination of fragments is done in  by 
addition modulo 2. This algorithm stops when the decoder re-
ceives enough packets to decode or when a maximum wait time 
(timeout) is reached.  
   

Algorithm 1 : LT code encoding 
   while we have not received an indication to stop do 
      choose the degree d using the RSD distribution 
      choose randomly and uniformly d fragments from K such that  
      the set of fragments selected F equals 	{f&, f(, … , f2}           
      define and send p4 = f& ⊕ f( ⊕ …⊕ f2 
      increment  (the total number of transmissions) 
   end while 

2.5 Robust Soliton Distribution 
The Robust Soliton Distribution (RSD) has been proposed for 
the BP decoding to continue effectively. It is necessary that the 
degree of the packet is large enough to ensure that each frag-
ment fi is contained in at least one packet pj. In addition, the de-
gree of the packets should be kept low so as to allow the pro-
gress of the decoding process in each iteration. Theoretically, 
the Ideal Soliton distribution (Fig. 3) proposed by Luby verifies 
these properties: 
 

𝜌(𝑑) = :
									&

*
								𝑓𝑜𝑟								𝑑 = 1			

			 &
>(>?&)

								𝑓𝑜𝑟								2 ≤ 𝑑 ≤ 𝐾
 (1) 

      
     However, this distribution is not very effective in practice. 
The decoding is occasionally interrupted due to a lack of low 

 
Fig. 1. Analogy of the fountain code with the filling of a glass with 
a water fountain. 

 

 
Fig. 2. Representation of the LT code on a bipartite graph. 
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degree packets. In addition, some fragments do not appear of-
ten in packets. To counter these problems, Luby proposed im-
provement of this distribution with the RSD distribution. We 
assure that the expected number of packets of degree "one" is 
approximately equal to: 
𝑆 ≡ 𝑐 ln H*

I
J √𝐾 (2) 

with  and  given real numbers. In this way, Robust Soliton 
distribution can be expressed as: 
 
𝜇(𝑑) = M(>)NO(>)

P
, (3) 

With 
 
𝑍 = ∑ 𝜌(𝑑) + 𝜏(𝑑)> , (4) 

and 

𝜏(𝑑) =

⎩
⎪
⎨

⎪
⎧

Y
>*
			𝑓𝑜𝑟			1 ≤ 𝑑 ≤ *

Y
− 1		,

Y [\H]^J

*
			𝑓𝑜𝑟			𝑑 = *

Y
		,																											

												0			𝑓𝑜𝑟			𝑑 > *
Y
		.																											

		 (5) 

     Examples of ideal soliton and robust soliton distributions are 
shown in fig. 3 and fig. 4 respectively [11]. We particularly note 
a specific value called spike around the  value with the 
RSD distribution. We point out also that these distributions are 
presented for code of dimension . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.6 LT code decoding 
As we said earlier, the LT code therefore uses the decoding by 
belief propagation (BP). This technique is based on the fact that 
the degree 1 packets can be considered decoded. Thus, using 
the already decoded packets, the decoder at each iteration re-
duces the degree of coded packets until all fragments are de-
coded. The amount of required packets in order to decode with-
out errors is of the order of  where  represents the redun-
dancy rate of the code. This BP decoding method can be de-
scribed by Algorithm 2 [14] : 
 

Algorithm 2 : LT code decoding 
   while decoding is not finished and there are still in memory B at 
least  
   one packet of degree 1 do 
       ← packet of degree 1 of the memory 
      for ∀p ∈ B do        
         if p contains  then      
         p ← p  
         end if  
      end for 
   end while 

3 OPTICAL FIBER COMMUNICATION 
The classic scheme of an optical fiber transmission channel can 
be represented by the fig. 5 following: 

 
 
 
 
 
 
 
 
 
 
 
 
 
The use of the optical fiber for the transport of signals re-

quires a double conversion (electrical/optical at the beginning 
and optical/electrical at the arrival) provided by optoelectronic 
components that are the photoemitters and the photodetectors 
respectively. We use most of the time for these components 
those based on semiconductors. Generally, for photoemitters, 
the Laser Diode is used (LD) or the Light Emitting Diode (LED). 
And for the photodetectors, we use the PIN photodiode (Positive 
Intrinsec Negative) or the APD (Avalanche PhotoDiode). 

3.1 General principle 
To transmit the information via optical fiber, the signal is gen-
erally initially coded according to a known sequence and which 
can thus be controlled at the reception (using a decoder). It will 
then be modulated to match the transmission channel repre-
sented by the fiber. This modulation can be directly (that is to 
say when data to be transmitted are the transmitter input cur-
rent), or with the use of an external modulator which will 

 
Fig. 3. Ideal Soliton Distribution. 

 

 
Fig. 4. Robust Soliton Distribution. 

 

 
Fig. 5. Optical fiber transmission channel. 
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modulate the output of an optical signal continuously emitted 
by the optical source (principle of the external modulation). The 
signal will be injected into the fiber by that optical source or 
photoemitter (combined or not so to a modulator) having thus 
first performed its conversion, from electrical to optical. Note 
that it will ensure a good coupling with fiber to insert maximum 
light. The fiber thus carries a modulated optical carrier contain-
ing information. Optical amplifiers are often placed at regular 
intervals to avoid that the signal, which gradually attenuates 
during propagation, is completely lost at a certain distance. 
And at its output of the fiber, the inverse operations take place 
for the signal, and in the opposite direction. It will be hosted at 
the receiving block, demodulated, handed in its electrical form 
by a photodetector, before being decoded to recover the original 
message. Note also the steps of optical pre-amplification by an 
optical amplifier, and power amplification provided by a power 
amplifier, before and after photodetection respectively. 

3.2 Constraints and disturbances during transmission 
by optical fiber 

For communications over optical fibers, several phenomena 
may contribute to the degradation of the signal representing the 
information. There are phenomena whose measurements sim-
ultaneously represent important characteristics for a fiber, such 
as attenuation and dispersion. These two linear phenomena are 
with non-linear effects (mainly Kerr and Raman-Brillouin ef-
fects), the main phenomena which faces the optical signal as it 
travels along the fiber. Attenuation is particularly signal weak-
ening in propagation through the transmission channel and end 
in a loss of power of the incident signal. It mainly results from 
absorption, diffusion and radiation effects. The dispersion in-
cludes several sub phenomena, the chromatic dispersion, the 
intermodal dispersion, the polarization mode dispersion… may 
be mentioned. All these dispersion phenomena contribute to 
signal distortion, specifically to its temporal broadening; this 
limits the transmission rates because it forces to increase the 
time between two pulses. Non-linearities induce several conse-
quences in the signal transmission such as self-phase modula-
tion, cross phase modulation, four wave mixing, the non-linear 
phase noise... which are also phenomena disturbing the propa-
gation of the signal. 

In addition to these phenomena mainly related to the optical 
fiber and to the propagation of the message within it, other lim-
iting factors of transmission performance may be noted. In ad-
dition to the optical fiber, the transmission channel also gener-
ates noise via optical amplifiers which are inserted periodically. 
These amplifiers amplify for example the spontaneous emission 
noise due to laser and contribute at the same time to the fluctu-
ation of noise in the channel. There is also, at the transmission 
and reception, noise observed, and which is mainly due to the 
components used. Indeed, the used lasers also generate noise, 
like the spontaneous emission noise. We can also note the phe-
nomenon of "chirp" representing a parasitic optical frequency 
modulation (or wavelength) accompanying the intensity mod-
ulation, effected with the direct modulation technique. It is the 
same for photoreceptors which generate among other quantum 
noise (also called photonic noise or shot noise or Schottky 
noise). 

Various disruptions can therefore be observed for 

transmission over optical fiber, whether disruptions from emis-
sion, at the transmission channel or at the reception. These dis-
turbances contribute to a degradation of the transmitted signal 
and a distortion of the original message. The error correction 
coding overcomes these problems. 

4 CHANNEL MODEL USED AND SCHEMES PROPOSED 
We have just seen in the previous section most of the disturb-
ances that can participate in the degradation of the optical sig-
nal and distortion of information in general. Two channel mod-
els can generally be considered to model all these disturbances 
and to account for imperfections due to the elements of the 
transmission channel. The simplest model to characterize the 
received signal is a model considering all the disturbances be-
fore detection as an additive white gaussian noise. This model 
is realistic if we consider the noise of amplified spontane-
ousemission (or ASE) predominant. However, the optoelec-
tronic conversion following a quadratic law creates beats ("beat-
ings") between the different components of the noise and signal 
but also between those of the noise itself. So, the distribution of 
the decision variable follows a non-gaussian particular law. 
Since it is considered that the overall noise before detection is 
additive gaussian nature, beats caused by the quadratic detec-
tion reveal squared gaussian variables, whose average depends 
on the transmitted signal. By definition, the resulting variable 
has a  distribution type, centered or non-centered according 
to the transmitted data. 

Thus, to characterize the entire optical channel, can be con-
sidered a simple model type AWGN (Additive White Gaussian 
Noise), or a statistical 𝜒( model. For this article, we chose the 
AWGN model on which we applied our different simulation 
schemes. In the following, we present this model as well as our 
different simulation schemes developed for the comparative 
study. 

4.1 AWGN model 
Therefore, we consider in this article that the optical channel is 
AWGN, that is to say, the signal received at the decision is made 
of the transmitted signal which is added white gaussian noise. 
This noise models as simple as possible so all noises disturbing 
the signal, whether from the emission, transmission or detec-
tion. The overall noise is completely characterized by its vari-
ance obtained as the sum of the variances of the different noises 
all assumed Gaussian and independent (spontaneous emission 
noise, thermal noise, beat noise between signal and noise, beat 
noise between the noise and itself...). 

In terms of decision making, the decision variable Y is di-
rectly equal to 𝑌 = 𝑟 = 𝑒 + 𝑛 , where  corresponds to the useful 
signal and  is a noise variable following a gaussian distribu-
tion, with zero mean and variance 𝜎(. Thus, the decision varia-
ble Y follows the normal law, of variance 𝜎( and mean 𝑚i = 𝑒  
depending on the transmitted bit 𝑖 = 0 or  1.  Fig. 6 illustrates 
the modeling of the channel. 
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The probability density function of a variable X with gauss-

ian statistics, zero mean and variance 𝜎(, is expressed as follows 
[15] : 

𝑝k(𝑥) =
&

√(mn
𝑒?

op

pqp (6) 
If the mean of the gaussian variable X of variance 𝜎( is not zero 
(𝑚 = 〈𝑋〉 ≠ 0), the distribution is normal and not centered. The 
probability density of X is given by: 
 

𝑝k(𝑥) =
1

√2𝜋𝜎
𝑒?

(w?x)p
(np  

 (7) 
    Performances on AWGN channel are usually evaluated 
based on the signal to noise ratio (SNR) expressed in dB. The 
SNR depends directly on the variance of the total noise 𝜎( and 
on the average useful power per bit transmitted. And it's the 
same principle that we followed to create our different simula-
tion schemes, which we present in the following paragraphs. 

4.2 Briefing on simulation schemes developed 
In this article, we develop three simulation schemes for the 
comparative study, a scheme ''without coding'', a scheme ''with 
LT coding'' and a last ''with LDPC coding''. The simulations 
were performed with the software MATLAB. We chose to make 
the comparison with the LDPC code because it's one of the clas-
sic correcting code the most recent to have been used in the op-
tical domain with notably I. Gueye et al. [10]. 

4.3 Scheme ''without coding'' 
The principle consists to define signal to noise ratio values 
(SNR) and see the bit error rate values (BER) obtained. A ran-
dom binary message is initially generated and will be modu-
lated BPSK (Binary Phase Shift Keying). For each value of SNR, 
50 packets of the same modulated message (50 times the same 
message) are passed through the AWGN channel (with the cor-
responding SNR). At each iteration, the packet is demodulated 
at the output of the channel before calculating the BER corre-
sponding. The overall BER corresponding to the sum of all in-
dividual BER on the number of packets is then calculated. The 
modeling of the scheme is shown in fig. 7 and simulation pa-
rameters are given in table 1. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 1 
SIMULATION PARAMETERS FOR THE CASE ''WITHOUT CODING'' 

 

4.4 Scheme ''with LT coding'' 
The same principle as with the case ''without coding'' is fol-
lowed. However here the initial message is encoded LT first be-
fore being modulated BPSK. It then passes into the AWGN 
channel, and after BPSK demodulation when it leaves the chan-
nel, it is decoded using a LT decoder for AWGN channel using 
a belief propagation algorithm BP. The bit error rate is then cal-
culated. The modeling of the scheme is presented in fig. 8 . In  
the simulation of this architecture, we use K=1000 bits and the 
value of the RSD law parameter is 0.05. The number of encoded 
packets sent is 50.  
 
 
 
 
 
 
 
 
 
 
 
 
 

4.5 Scheme ''with LDPC coding'' 
The principle used is almost identical to that of the previous 
case (''with LT coding''). Some small differences have however 
to be note. Of course the LT encoding/decoding is for this case 
replaced by a LDPC encoding/decoding. But also the BPSK de-
modulation step is this time confounded with that of LDPC de-
coding. The generated initial message is this time made up of 
50 different packets of the same size that will undergo the 

 
Fig. 6. Modeling of AWGN channel. 

 

 
Fig. 7. Scheme proposed for the case ''without coding''. 

 

 
Fig. 8. Scheme proposed for the case ''with LT coding''. 
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process one by one. The modeling of the scheme is shown in 
fig. 9  In  the simulation of this architecture, we use K=1000 bits 
and N=2000 bit for the Length of a packet before and after 
LDPC encoding respectively. The number of encoded packets 
sent is 50. 
 
 
 
 
 
 
 
 
 
 
 
 

 

5 RESULTS AND DISCUSSIONS 
Fig. 10 shows simultaneously the results obtained in the cases 
''without coding'' and ''with LT coding'', and allows us to make 
the comparison. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We note that for all values of SNR, the BER corresponding in 

the case ''with LT coding'' is lower than that of the case ''without 
coding''. To be more explicit, we can say that for the same BER 
value given in both cases ''with LT coding'' and ''without cod-
ing'', we have generally needed about 1 dB higher SNR in the 
case ''without coding''. This implies for the LT code a 1dB gain 
from the case ''without coding'' for these BER values. In other 
words, regardless of the level of noise in the channel, the LT 
code allows reliable information by reducing the risk of poten-
tial errors. 

In the following fig. 11, we simultaneously present the re-
sults obtained in the cases ''with LT coding'' and ''with LDPC 
coding''. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

This figure allows us to see that for the first SNR values (0 to 
2, thus corresponding to a very high noise), the BER obtained 
with LT coding is much lower than that obtained with LDPC 
coding. We can conclude that when the channel is very noisy, 
the fountain code LT seems to be much better candidate than 
the LDPC code. By cons for higher SNR values, corresponding 
to a relatively low noise, performance is better for the LDPC 
code, but we can note nevertheless that the LT code keeps a very 
acceptable performance. This small deficit of the LT code com-
pared to the LDPC code for high SNR values may be due to the 
AWGN channel choosen (it is known that LDPC codes are very 
reliable there). Another channel model (𝜒( for example) could 
possibly be more relevant for the LT code compared to the 
LDPC code at these SNR values. We will try to study this case 
in our future works. 

6 CONCLUSION AND PROSPECTS 
The fountain codes are part of the family of error-correcting 
codes, but are different from classic correcting codes with fixed 
rate, since they are no predefined rate. This article examines 
overall performance that can have these codes in optical com-
munication, and in the optical fiber communication specifically, 
which becomes more and more essential in our telecommunica-
tions networks. For that we chose the fountain code LT family 
that relies on the belief propagation decoding. Three simulation 
schemes have been proposed for a comparative study. In addi-
tion to the scheme using the fountain code LT, a scheme without 
coding was proposed, but also a scheme using the classic error 
correction code with fixed rate LDPC. We chose the LDPC code 
because this is one of the newest to be used in the optical do-
main. These different schemes have been applied on the AWGN 
channel model. The results of our simulations have shown us 
that on the one hand, the fountain code LT gives better perfor-
mance compared to the case without coding, and this regardless 
of the noise level in the optical channel. On the other hand, our 

 
Fig. 9. Scheme proposed for the case ''with LDPC coding''. 

 

 
Fig. 10. Performance comparison in cases ''without coding'' and 
‘’with LT coding''. 

 

 
Fig. 11. Performance comparison in cases ''with LT coding'' and 
''with LDPC coding''. 
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results allow us to see that for small SNR values, in other words 
when the channel is very noisy, the use of the fountain code LT 
provides much better performance than the use of an error cor-
recting code with fixed rate, namely in this article LDPC code. 

In future works, we’ll try to study performances that can 
have fountain codes in 𝜒( channel model. 
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